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Chapter  7

introDUCtion

The workplace is an area where the employee 
devotes his time and expertise to achieving goals 
designated by the employer; however, it is not 
possible to reach the total absence of private life 
in a workplace (Szabó & Székely, 2005). There 

are two typical cases where the employee’s pri-
vacy may be violated by the employer; at labor 
recruitment and during employment, but there may 
be other cases as well (e.g. when the employee 
is forced to submit herself to personality tests). 
During these encounters the employer may collect 
information about the employee’s private life, for 
instance, by searching for public records before 
conducting a job interview (Microsoft Research, 
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Separating Private and 
Business Identities

aBstraCt

As various information technologies are penetrating everyday life, private and business matters inevita-
bly mingle. Separating private and business past records, public information, actions or identities may, 
however, be crucial for an employee in certain situations. In this chapter we review the interrelated 
areas of employee privacy, and analyze in detail two areas of special importance from the viewpoint 
of the separation: web and social network privacy. In relation to these areas we discuss threats and 
solutions in parallel, and besides surveying the relevant literature, we also present current Privacy 
Enhancing Technologies applicable in each area. Additionally, we briefly review other means of work-
place surveillance, providing some insight into the world of smartphones, where we expect the rise of 
new privacy-protecting technologies as these devices are getting capable of taking over the functions 
of personal computers.
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2009), or pursuing surveillance during work time 
activities referring to security or other reasons.

Setting aside the legal aspects – as they vary 
in many countries (Privacy International, 2011) 
– we analyze how Privacy Enhancing Technolo-
gies (PETs) can be used to hide one’s private life 
from the prying eyes of an employer. The purpose 
of the paper is to present possible technologies 
and techniques involving some theoretical solu-
tions suitable for assembling a privacy protective 
portfolio that can be adjusted to the local legal 
aspects in any country. Therefore we intend to 
present a practical solutions with some theoretical 
background, focusing primarily on the technical 
side of the problem.

The outline of the paper is as follows. Since 
the selection of categories of breeching employees 
privacy is based on the work of Szabó & Székely 
(2005) we briefly present the relevant aspects of 
their analysis first. The focal point of our work is 
the discussion of three areas from the viewpoint 
of employee privacy. First, web privacy issues are 
discussed, including the analysis of the importance 
of information superpowers, but focusing on 
how privacy can be demolished by tracking user 
activities on the web and by using public Web 
2.0 data sources. Then the significance of social 
networks is presented, and before concluding our 
work, other means of privacy violation are also 
briefly discussed.

BaCkgroUnD: analysis of 
sCenarios in hUngary

Szabó & Székely (2005) analyzed numerous 
complaints that were filed to the Hungarian Data 
Protection Commissioner from a non-technical, 
legal point of view in the context of Hungar-
ian law. Their work includes a classification of 
the cases based on the purpose of the employer 
and determines four categories such as labor 
recruitment, work control and supervision, per-

sonality tests and other cases of unreasonable  
privacy violation.

During labor recruitment, the employer’s 
goal is to learn about the applicants’ personal-
ity, medical status and past records in order to 
choose the most adequate candidate for the job. 
This inevitably includes privacy-related issues, 
such as various kinds of (unnecessary) medi-
cal examinations, personality tests, using of lie 
detectors or exaggerated data inquiry. However, 
the internet can be also used as a data source for 
such investigations, since the purpose of many 
web services (e.g., social networks) is to gather 
and provide information on individuals.

Personality tests are usually conducted offline, 
and should be avoided by legal means if possible. 
Some of the issues reported in the work of Szabó 
& Székely, under the category of other cases of 
unreasonable privacy violation can be avoided by 
using PETs, but some do not even need them. For 
instance, the authors mentioned employers who 
were investigating the political background or the 
religious beliefs of applicants. These issues should 
be hindered by using PETs related to the first two 
categories, and if this is not possible, these issues 
need to be solved by other means, e.g. through 
legal redress or involving commissioners.

In case of successful recruitment, it is impor-
tant for the employer to ensure that the employee 
devotes his time and expertise to the designated 
tasks. This can lead to work control and supervision 
over the concerned services, software or hard-
ware provided by the employer, which does not 
necessarily imply the violation of the employee’s 
privacy; however, some actions in the employee’s 
personal life will inevitably take place during the 
working hours. This is even more likely to happen 
if corporate access is provided to public services 
like phone networks or the internet. Therefore, 
it is important to separate private and business 
actions in these cases as well.

In accordance with the work of Szabó & Széke-
ly, we selected web and social network privacy 
as these can be involved during the application 
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process and employment alike. Besides, there are 
many less relevant, but existing problems, some 
of which are also analyzed – these are discussed 
under the category of other issues.

PrivaCy on the weB

Tracking users on the web has a long history. 
At the beginning of the web it was possible to 
identify users by their IP addresses, later by the 
identifiers stored on their computers (Gulyás et 
al., 2008). Over time, these techniques became 
more and more sophisticated as the business value 
of uniquely identified users and profiling had 
been recognized. As companies with extensive 
service portfolios and services based on volun-
tarily submitted personal data appeared, new data 
sources became available. From the viewpoint of 
separating private identities from business ones, 
all areas should be considered, but probably the 
latter seems to be the most sensitive: companies 
can also search for previous blog posts, web 
pages, or other kinds of small pieces of informa-
tion containing personal information about the 
applicant or the employee.

information superpowers

Today, there are several companies on the web of-
fering a wide scale of services with single sign-on 
(e.g., search services, mail, and calendar). These 
companies usually offer their services for free, 
but in return they analyze the uploaded content 
and display advertisements. Besides allowing an 
insight into the uploaded private information, 
meta-data about the user are also revealed (e.g., 
first and last time of reading mails, daily routine, 
relaxation habits, interests) leading to extensive 
inter-application surveillance, as the content of 
different applications can be easily linked by 
the host.

These companies do not necessarily need to 
remain within the border of their services. For 

instance, by offering web analytic services, they 
can monitor how visitors browse across websites, 
and some of these tracked visitors can even be 
identified by their login name (Krishnamurthy 
& Wills, 2009). As the majority of web analytic 
services are provided by only a handful of com-
panies that also serve a vast number of users with 
their applications, and therefore manage a huge 
amount of personal information, we call these 
information superpowers. Figure 1. illustrates 
the nature of information superpowers and some 
typical services they can access.

Usually, these services do not publish content 
by default, but some may have built-in social 
networking functionality. However, the related 
options should be revised from time to time, since 
new privacy settings may appear and new defaults 
can be set. The Privacy Policy changes committed 
over time by Facebook are good examples for 
that (McKeon, 2010). New functions or related 
services that publish private information can also 
appear, as was the case with Google Buzz (Wood, 
2010). Therefore, an employee (or a job applicant) 
should consider managing the privacy settings 
carefully, and should avoid publishing sensitive 
material (e.g., via Google Reader) – self-con-
sciousness might be even more important if the 
employer is the same company as the one running 
the concerned services.

Separating workflows is a powerful way of 
enhancing privacy. For services requiring logins, 
multiple unlinkable registrations can separate per-
sonal and business identities if they are accessed 
with anonymous web browsers (discussed in the 
next section). If logging in is not mandatory, then 
service specific PETs can be used to avoid profil-
ing. For example, GoogleSharing is a Google-
specific PET allowing access the public Google 
services anonymously (Marlinspike, 2010). As 
GoogleSharing provides anonymity, sequentially 
entered search queries sent by the same user are 
unlinkable for Google.

Open source alternatives can substitute some 
services of information superpowers. For example, 
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FengOffice (FengOffice, 2010) offers a web based 
calendar and task manager besides the regular web 
office suite (the latter can manage documents and 
presentations). As this is open source software, 
it can be freely installed on the employee’s com-
puter to allow her exercising total control over 
the uploaded data.

tracking Users on the web

The overall goal of tracking users on the web is 
to link user activity to a pseudonymous or a per-
sonal profile (Gulyás et al., 2008). Profiles can 
be created for various reasons, such as behavioral 
profiling, profiling for targeted advertising, or 
dynamic pricing. Large and complex profiles 
are more useful for these purposes, but creating 
such profiles requires users to be identified and 
recognized across websites. This kind of profil-
ing is also relevant from the viewpoint of an 

employee who intends to separate her business 
and private life even if she is not working for a 
company, which is trying to track her activities. 
Local databases (e.g., cookies, history databases 
and cache, and other client-side storages) on her 
working computer can contain private informa-
tion, which makes it possible to rebuild a complex 
behavioral profile on her.

Nowadays, there exist numerous techniques 
for online profiling and surveillance, and many 
of the leading web services are using them (What 
They Know, 2010). Initially IP addresses were used 
as user identifiers when IP changes and multiple 
users on personal computers were rare. As IP ad-
dresses became dynamic over time, this technique 
was not accurate enough anymore, and tracking 
cookies have replaced them. These identifiers are 
stored in the user’s profile by the web browser 
application. Besides identifying returning visitors, 
tracking cookies can also be used to track user 

Figure 1. Information superpower inside the border of its services, and the outer world
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activities across different websites by embedding 
“detectors” into the content of the cooperating 
websites. For instance, web bugs (typically small 
1x1 pixel transparent GIF images) specifically 
used for tracking, are still in use on many popular 
websites (Carver et al., 2009).

In addition to tracking cookies, “detectors” 
of other media types became also widespread for 
cross-domain user tracking. Adobe Flash (Adobe 
Systems Incorporated, 2010) is a popular exten-
sion for animation and interactive graphics used 
on many websites. Similarly to web browsers, 
the Flash player also provides its own cookies 
that can be used for storing identifiers. Soltani 
et al. (2009) found that a significant number of 
websites used Flash cookies to recreate deleted 
web browser tracking cookies. However, Flash 
cookies are also available as tracking cookies 
called Persistent Identification Elements, or PIEs 

for short (Gulyás et al., 2008). Figure 2. illustrates 
how Flash cookies can be used for tracking and 
restoring web browser cookies.

There are techniques that do not need to store 
additional data on the client-side: history stealing 
attacks aim to read the history of the web brows-
er via web scripts. As browser history should be 
unique for most users, it can even be used to 
identify the user by determining her social net-
working profile (Wondracek et al., 2010). How-
ever, the fate of history stealing attacks is already 
sealed, as the API deficiency that allows history 
stealing attacks is going to be patched in Firefox 
4 (Stamm, 2010), and other browsers are also 
expected to do the same in the near future. When 
direct monitoring of the local network is not pos-
sible, or for some reason the employee’s com-
puter is inaccessible for the company, history 

Figure 2. The operation of Flash PIEs and cookie recreation
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stealing can be used on the local corporate intranet 
to sniff what employees are browsing on the web.

There is a novel method combining all avail-
able local storage methods and flaws that can be 
exploited for storage, called evercookies (Kamkar, 
2010). Evercookies use almost a dozen storage 
methods, and therefore they are quite resistant 
against attempts to clear browsing history and 
local storages. However, web browser vendors 
and plugin developers recognized these flaws, and 
the revision of local storage management can be 
expected as a response (Huang, 2011).

As a reaction to tracking issues, a novel feature 
called private mode has been implemented in 
modern browsers, aiming to provide protection 
against local observers (e.g., other users, admin-
istrator) by hiding traces of the user’s activity, and 
also by making sessions unlinkable for service 
providers. Recent research has shown that private 
mode implementations failed their objectives 
in several browsers, and in addition, different 
plug-ins and extensions also allow the profiling 
of users (Aggarwal et al., 2010). Moreover, pas-
sive fingerprinting techniques can also be used 
to identify users (Eckersley, 2010). By compar-
ing the fingerprints of modern web browsers in 
private mode, we found that the fingerprints were 
the same in normal and private mode (e.g., the 
font list, same settings, plug-ins are still visible to 
the visited site). According to Eckersley (2010), 
these fingerprinting techniques, together with IP 
addresses can also be used to restore tracking 
cookies; therefore, web browsers in private mode 
are also vulnerable to being tracked.

Although IP addresses allow imprecise identi-
fication only, hiding these addresses seems to be 
important, as the latter example emphasizes. For 
IP hiding, anonymous proxies are the simplest 
solutions; however, their architectural simplicity 
is also their weakness: the user has to place con-
fidence in a single server (Gulyás et al., 2008). 
Mixes (Chaum, 1981) provide a better network 
level protection against both the unreliable servers 
in the network and the remote target. Addition-

ally, MIXes provide extra protection against local 
observers. For example, in order to use the popular 
service called Tor (Dingledine et al., 2004), users 
need to install a local proxy on their computer that 
connects them to the anonymizing network. For 
employees, this is favorable: their connection is 
protected on the local company network against 
surveillance and censorship, and the visited web-
sites cannot determine their IP addresses either.

The most complex PETs offering protection 
against all the aforementioned techniques of 
tracking user activities on the web are called 
anonymous web browsers (Gulyás et al., 2008). 
Modern anonymous web browsers, such as Jond-
oFox (JonDos GmbH, 2010), are portable, offer 
tools for maintaining local databases (e.g., Flash 
cookie filtering), filter malicious content (e.g., web 
bugs, untrusted JavaScript) and apply network 
level anonymizing services for hiding the user’s 
IP address. Considering their functionality, it can 
be stated that anonymous web browsers offer the 
most powerful privacy protection for users. The 
necessary level of protection is also guaranteed 
for privacy-aware employees for local databases 
and against possible network observers.

Profiling by Collecting information 
from Public sources

Numerous web services, especially Web 2.0 sites, 
are specialized in user contribution, and encourage 
their users to submit large amount of personal data, 
which often get published worldwide without any 
access control provided. These services include, 
but are not limited to social networking sites, 
content sharing sites, blogs, micro-blogs, forums, 
etc. Besides the lack of control over data publica-
tion, the evolution of search engines also played 
an important role in this process by organizing 
content and enhancing ease of access. For some 
Web 2.0 services, real time search is also provided 
(Singhal, 2009), which raises further privacy is-
sues: as published data are immediately accessible 
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via search engines, the revocation of information 
becomes very difficult or even impossible.

There are other, more alarming ways–com-
pletely disregarding the data subjects’ approval–
for service providers to access private data, which 
can also be used for abuses. For instance, tagging 
people on images is a popular feature on Face-
book which allows tagging people either by their 
names and a link to their profiles or only by their 
names. The latter can be abused as it requires no 
confirmation from the tagged user, and remov-
ing such tags by others than their poster is not 
possible (Boutin, 2009). Allowing the website to 
access and search through one’s email account is 
another popular feature that helps people build up 
their social network. However, as we pointed out 
earlier, even errors in privacy policies can lead 
to these kinds of breaches (Wood, 2010), and 
ownership issues or the difficulties around data 
revocation are just additional factors complicating 
the situation (Schroeder, 2009).

These issues should be considered both by 
applicants and employees. During the application 
process, a company can search for past records 
on the applicant (Microsoft Research, 2009), and, 
even during employment, the company can keep 
employees under control by collecting information 
from public sources (Matyszczyk, 2009). There-
fore, besides raising the employees’ own privacy-
awareness on publishing content, it is important 
to technically separate sensitive information by 
means of access control. (Nevertheless, in cases 
where data publication is not voluntary, there is 
not much a user can do technically.)

There are several solutions for managing ac-
cess control, but small, client-side applications 
using cryptography are the best practical choices 
(Paulik et al., 2010). These solutions provide 
strong confidentiality over the encrypted data due 
to strong encryption, and require no trust in the 
service provider or any third parties. However, 
Paulik et al. (2010) defined further requirements 
to be considered while choosing the proper soft-
ware. Such an application should be gradually 

deployable for clients using the same service, 
and universal in order to be compatible with most 
popular services. The authors also emphasize 
usability without compromises and easy instal-
lation as the use of such software is intended for 
non-technically oriented people, too.

The FireGPG Firefox extension is a piece of 
generic encryption software allowing symmet-
ric and public key encryption, also capable of 
encrypting messages posted on the web (Cuony, 
2010). Although it is available as a Firefox exten-
sion, one of its main drawbacks is that it is not 
standalone: the user must have the GNU Privacy 
Guard installed to use it. This may be a convenient 
software for professional users, but the installation 
can be quite cumbersome for an average user, and 
its rich functionality can also be confusing.

The BlogCrypt Firefox extension allows only 
symmetric encryption, but it is more user-friendly, 
as it was specifically designed for web encryp-
tion (Paulik et al., 2010). The key management of 
BlogCrypt was designed for the structure of the 
web, since keys are identified by the domain name 
and a locally unique key identifier. Encrypted text 
appears on sites as a Base64 coded string, starting 
with a header tag including the related key identi-
fier–the extension automatically tries to decrypt 
these content blocks if the key identifier is stored 
in its database. The operation of BlogCrypt is il-
lustrated on Figure 3.

While BlogCrypt was primarily designed for 
regular web pages (though manual decryption 
works with AJAX-based software also), it is also 
possible to insert a cryptographic layer between 
the client-side software and the service provider 
in Web 2.0 applications. SeGoDoc is a client-side 
cryptographic solution designed this way: it dem-
onstrates this functionality for Web 2.0 services 
using the AJAX technology by cooperating with 
Google Docs (D’Angelo et al., 2010). There are 
even further alternatives, and more software will 
be cited in the next section relating to social net-
working. Some of these tools can also be used for 
the web in general. For a more comprehensive 
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comparison of related software see the work of 
Paulik et al. (2010).

According to Paulik et al. (2010), the ideal 
PET for providing access control applies steg-
anography. Here we give an insight into how 
such software could operate on social networking 
profiles–describing the generic solution in detail 
is beyond the scope of this article, and we leave 
that for future work. The core concept is as fol-
lows: after detecting that a password is assigned 
to the profile (e.g., after storing a local database 
of user ID and password pairs) the software re-
trieves real attributes by using the password and 
replaces them with the originals. This concept is 
visualized on Figure 4. by introducing an identity 
management-like scenario.

The retrieval can be realized by using random 
addresses identified by the password at an arbi-
trarily selected third party service (e.g., the hash 
value of the password can be used as the address 
identifier). Thus, different passwords would pro-
duce different address and content. As the content 
would be encrypted with the password, and the 
address would not contain the password itself, the 
third party service could not jeopardize revealing 
the real content, and backward linkability would 
not be possible. We note that as the retrieval 
process is based on the password, identity man-
agement can also be realized based on these 
principles (e.g., simply by assigning different 
passwords for distinct groups).

Figure 3. The operation of the BlogCrypt Firefox extension
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seParating iDentities 
in soCial networks

Social networks are getting more and more in-
tegrated into our private life, and therefore the 
use of these services at the workplace is nearly 
unavoidable. The result of the FaceTime (2008) 
survey shows that 51% of employees use these 
services every day; however, social networks raise 
several privacy issues concerning the relation of 
the employer and the employee, for instance, the 
separation of private and business identities (e.g., 
separation of registrations for the current and job 
seeking identities), separation of contacts (e.g., 
friends and colleagues), contact lists, group mem-
berships, limiting access to events (e.g., personal 
activities) or hiding sensitive profile information 
(e.g., state of pregnancy). There are a few ad-
ditional privacy issues derived from these, such 
as information flow control (Chew et al., 2008). 
These features are often unavailable or control 
possibilities are ineffective.

Due to the nature of social networking, these 
services involve several participating roles. Wang 
& Kobsa (2009) defined three roles represent-
ing privacy threat to employees: other users, the 
employer (represented by users) and the service 

operator. From the technical aspect of privacy 
protection, there are no differences between 
other users and employers (registration of bosses, 
managers, etc.), since all users are equal in regular 
social networking services. Company services 
are open only for employees (e.g., IBM Beehive; 
DiMicco et al., 2009), and since these services 
may fall under special regulations, the service 
provider being the company itself (e.g., use of 
PETs can be forbidden), these services should 
only be used with raised privacy awareness, or 
be avoided totally.

In addition to the work of Wang & Kobsa 
(2009), we note that third parties, as an additional 
role beside other users and the service provider, 
also pose a threat to user privacy. Structural 
analysis shows that social networks are vulner-
able to active (Backstrom et al., 2007) and passive 
attacks (Narayanan & Shmatikov, 2009) aiming 
to re-identify nodes in anonymized data exports. 
As the latter algorithm only considers structural 
properties of the export, it can reveal hidden re-
lationships between identities present in different 
networks; for example, this algorithm can reveal 
that a business and a private identity belong to 
the same user.

Figure 4. Different keys used to reveal different sets of data (i.e., profiles)
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Cryptography-Based access Control

Relating to web privacy, we have discussed several 
PETs that can be used to post encrypted messages 
on the web by allowing client-side access control. 
These access control techniques are useful for 
controlling other users’ and the service provider’s 
access to the uploaded content alike. Some of this 
software can also be used for social networks, such 
as FireGPG (Cuony, 2010) or BlogCrypt (Paulik 
et al., 2010), but there are other PETs specifi-
cally designed for social networking, providing  
similar functionality.

The main goal of these PETs is to hide profile 
attributes or to separate identities by presenting 
false names (Luo et al., 2009); however, link hid-
ing can also be possible (Anderson et al., 2009). 
We emphasize that for proper identity separation, 
the use of anonymous web browsers is necessary, 
since the service provider can easily link profiles 
by identifying the user between different logins 
(e.g., using browser descriptor information and IP 
address for identification; see Eckersley, 2010).

We propose the use of client-side software 
for social networks, concerning that the same 
requirements apply here as to PETs that are used 
for access management of web content. Never-
theless, there is a significant number of software 
tools that have some unfortunate compromises 
while trying to achieve enhanced privacy in social 
networks. For example, FlyByNight (Lucas & 
Borisov, 2008) is a Facebook application offering 
symmetric and public key encryption, but stores 
data encrypted on Facebook servers and has the 
service provider involved in the key management 
as well. Although it is a browser and operating 
system independent solution (it uses JavaScript 
technology on the client-side), it works only for 
Facebook, and requires the permission of the 
service provider to operate.

Some PETs are more than applications created 
for a single social network; however, they still 
only work with a single service. NOYB (Guha 
et al., 2008) and FaceCloak (Luo et al., 2009) 

are both Firefox extensions, although they are 
implemented to work only with Facebook. Both 
applications replace fake data with the original to 
avoid the appearance of ciphertexts in profiles; 
due to the substitution, these methods resemble 
steganography. The most serious disadvantage of 
these solutions is that fake data are provided by 
the software, and the user cannot suggest alter-
natives: NOYB substitutes attributes by creating 
dictionaries compiled from real data sets where 
the key determines the secret assignment, while 
FaceCloak uses relatively small pre-compiled 
dictionaries. Both tools use third party servers: 
NOYB for storing dictionaries, FaceCloak for 
storing the original data in an encrypted form.

Beato et al. (2009) define their work as an 
extension to NOYB by allowing sophisticated 
access control management for Facebook users. 
Their Firefox extension uses an external binary 
for encryption that originates from FireGPG. In 
this application, users can define groups of users 
(called connection classes) and folders of docu-
ments (called content classes), and can set access 
rights respectively. An employee may find this 
useful for separating access of colleagues and 
friends easily, while this kind of separation is not 
possible with the previously analyzed software 
tools. We note that this access management re-
sembles privacy-enhancing identity management 
(Clauß et al., 2005) discussed in the next section.

Furthermore, comparison of most of these 
solutions can be found in the work of Paulik et 
al. (2010). To sum it up, one should consider the 
following before choosing the proper software. A 
practical solution should not necessitate trust in 
the service provider, should nor reliance on third 
parties (if possible), and it should be service inde-
pendent and should not require the collaboration of 
the service operator. Further requirements, such as 
browser and operating system independency, the 
comfort of use, external software independency, 
are mostly up to the user’s decision (for instance, 
BlogCrypt meets these requirements). We also 
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note that the concept of PETs using steganography 
suggested previously, could also be used here.

Using Privacy-enhancing 
identity management

Gürses et al. (2008) put access control issues in 
a more generic context, and state the need for 
internal and external separation of digital identi-
ties. Internal separation means that users share 
different profile data with a selected group of 
their contacts, and external separation signifies 
that even the user herself runs under a different 
identifier (such as another registration). Both are 
quite useful functionalities for separating private 
and business life. For example, internal separa-
tion can allow an employee to share information 
on private and business events with her friends 
and boss respectively, and external separation 
can allow an employee to maintain different, 
unlinkable profiles for her private and business 
identities. Here, unlinkability should include the 
unlinkability of profile information.

For internal separation, the authors propose 
that the service providers should allow their users 
using group-based access control mechanisms, 
similarly to the techniques analyzed in the previous 
section. However, the client-sided cryptography-
based solutions may not only provide more flex-
ible access control management, but also protect 
the confidentiality of the data against the service 
provider. In addition, using these software tools 
does not require the consent of the service provider 
and can be changed any time, even by the user 
herself. Therefore, we propose using a client-
side application providing the appropriate level 
of key management, supposing that it meets the  
presented requirements.

For external separation Gürses et al. propose 
the using of identity partitioning tools, for example 
partial identities, which is a privacy-enhancing 
identity management technique (Clauß et al., 
2005). Other researchers have also concluded 
that current social networks are flat from an ac-

cess control point of view, while real-life social 
networks have a partitioned structure (Adams, 
2010). Since identity separation supports the 
partitioning of one’s contacts, identity partition-
ing, in our opinion, is an excellent solution for 
internal separation.

The core concept of partial identities means that 
a user can partition her set of attributes (i.e., her 
profile) into smaller sets, which may be accessed 
under different pseudonyms. These pseudonyms 
with their attribute set are the partial identities. 
Sometimes it can also be important for a pseud-
onym to be unlinkable with the other pseudonyms 
of the users; therefore, random pseudonyms 
should be used with a client-side solution that 
fixes readability and management of identities 
(Borcea-Pfitzmann et al., 2005). Identities can be 
changed as the context or communication partners 
change (Brocea et al., 2005), thereby allowing the 
user to context-dependently present information 
on herself.

Both internal and external separation could 
be solved by introducing a novel model to social 
networks that applies the principles of privacy-
enhancing identity management; for example, 
Nexus-Identity Networks (NIN) is such a model 
(Gulyás et al., 2009). Instead of offering a single 
profile, the NIN model allows users to have sev-
eral profiles that are stored in a tree hierarchy, 
where leaves can refer to groups of users having 
access to that specific profile. An example for the 
comparison of regular and identity partitioning 
enabling social networks is provided on Figure 5.

Figure 5. Today’s social networks with their 
flat structure (left), and social networks extended 
with identity partitioning (right) including a node 
that applies external separation

For providing identity separation, the NIN 
model allows three levels of anonymity. Pseud-
onymous identification refers to internal identity 
separation according to the terminology of Gürses 
et al. (2008). Identities running under pseud-
onymous identification are linkable for a global 
observer, but local observers (e.g., contacts) may 
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receive different information. In case of unlinkable 
pseudonymity, the identities are not trivially link-
able by a global or by a local observer (i.e., they 
have different pseudonyms, and unlinkability is 
further enhanced by profile attributes). The high-
est level is total anonymity, which means the total 
absence of identifiers for the identity.

Social networks providing these levels of ano-
nymity and access control with high granularity 
are able to support internal and external identity 
separation. These services provide the strongest 
level of privacy if the service provider cannot act 
as a global observer and cannot access all user 
content. However, if profile crawling is permitted, 
it may be a threat.

threats Posed by large Datasets 
exported from social networks

Datasets can be exported from a social network 
for various reasons. For example, it can be pro-
vided by the social network operator for business 
partners or researchers, or it can be crawled by 
other third parties. However, these copies can 
endanger user privacy, as third parties that can 
access anonymized network data are able to learn 
additional private information. Backstrom et al. 
(2007) showed that an attacker who can modify 
the structure prior to anonymization can execute 
targeted attacks in order to learn hidden profile 
information or hidden connections between some 
users. Narayanan & Shmatikov (2009) argued 
the viability of such active attacks, and showed 
that passive attacks can de-anonymize users by 
simply using data crawled from a public network 
as auxiliary source.

Companies do not need anonymized exports to 
pose a privacy threat to employees. For instance, 
the passive attack presented by Narayanan & 
Shmatikov, can also be run on two datasets crawled 
from a personal and a business-oriented social 
network to match private and official identities. 
Today there are no proven techniques to avoid such 
attacks, but using these networks with raised pri-

vacy awareness can still be useful. The employee 
should consider separating her contacts in these 
networks, and should carefully avoid business 
contacts on the personal social networking site and 
friends on the business social networking site (to 
achieve different neighborhood structure). Besides 
the separation, one should also use different names 
on these networks, and should access the services 
via anonymous web browsers.

other issues in social networks

We highlight, for the sake of the completeness, that 
a distributed network architecture is also a good 
solution for providing privacy against the service 
provider; although, this is not the user’s choice. 
However, these types of services are yet to spread 
in the future. For example, Cutillo et al. (2009) 
propose a three-layered social networking service 
including a social networking, and a peer-to-peer 
layer, both above the internet layer. Their model 
also provides protection against mapping one’s 
neighborhood due to the structure and encryption 
in the social networking system.

other means of workPlaCe 
sUrveillanCe

The employer may provide hardware (e.g., com-
puter, smartphone), software (e.g., operating 
system, utilities), or services (e.g., company email 
service, intranet) to the employee, and therefore 
perform further surveillance to ensure that these 
resources are used for the right purpose, and the 
employee is spending his time properly – not 
considering that private actions may also take 
place. There might be many services involved; 
here we just mention some of the most frequently 
used ones: web browsing (discussed previ-
ously), e-mailing, internet usage, telephone calls,  
smartphones.

Problems related to most of these areas are 
technically much less complicated than the ones 
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discussed earlier, and therefore involving PETs 
is not always necessary. In most cases an agree-
ment and a clear statement on the conditions of 
use are enough. For example, instead of asking 
for a detailed call list on a company phone, an 
employer may simply calculate with a slightly 
higher budget that includes a certain amount of 
private use (Szabó & Székely, 2005). Beyond the 
budget limit the employee should be responsible 
for the invoice. This kind of problem manage-
ment can be used in many of these previously 
mentioned areas.

However, for some areas, there are PETs 
designed for solving these issues. There are 
application-related PETs like anonymous remail-
ers providing e-mail sender anonymity (Danezis 
et al., 2003), but there are service specific PETs, 
too. For instance, to prevent network monitoring, 
anonymous VPNs (e.g., VPN Privacy, 2010) can 
be used, which hide all traffic and protect against 
traffic analysis attacks. The employer may also 
want to observe what the employee uses her com-
puter for (including hardware and software-related 
issues). Malicious software, such as key loggers, 
can be removed by scanning the computer with 
regular security software, e.g., anti-malware ap-
plications that are the proper tools for removing 
key loggers and other malware.

If it is not possible to separate the hardware 
used both for work and free time activities, there 
exist other solutions. Many PETs are portable, 
meaning that it is possible to carry them on USB 
sticks, and to use them without leaving traces on 
the host computer. This is not possible for all pro-
grams, especially for regular software (e.g., some 
instant messaging software); therefore, it would 
be desirable instead to carry the digital workspace 
with all programs included (i.e., the operating 
system and applications). There are existing PETs 
that can run from a USB stick or drive, and, after 
being connected, they rebuild the user’s private 
(or corporate) workspace, even allowing to install 
and remove programs, while the hosting system 
cannot access the hosted one. This kind of private 

computer-in-the-computer solution is supported 
by MojoPac (Rinocube, 2010).

This type of solution is more likely to be 
favorable for the employee who wants to build 
up a private workspace on a corporate computer. 
However, this may even work the other way 
around, when an employee wants to set up a 
corporate operating system on her own computer. 
For instance, the IronClad USB drive (Lockheed 
Martin, 2010) is such a solution including a stand-
alone operating system. The IronClad drive offers 
enhanced control for the company: the employer 
can remotely observe what happens on the drive 
and can even control what the user may install or 
remove (e.g., the user cannot remove pre-installed 
spyware). Thus, this solution offers practically 
no privacy, but, by separating the disks via stor-
ing private content in an encrypted form with 
TrueCrypt (TrueCrypt, 2010), this solution can 
work well (even without the IronClad drive). The 
company can have the desired level of control, but 
the employee can switch to her private operating 
system any time, while her employer cannot ac-
cess private information due to the encryption.

Today there are numerous brands of smart-
phones, which are taking over some of the func-
tionalities of regular computers. These devices 
are equipped with applications that have been 
only used on personal computers before (e.g., 
web browsing, emailing, and even new apps can 
be installed on most of the phones), and as these 
accompany their user almost all the time, their 
integration into personal life is a serious threat to 
privacy. We expect the same or similar PETs to ap-
pear on these platforms in the near future, although 
a few are already available. For example, there are 
anonymous web browsers that use an implemen-
tation of the Tor anonymizing service adapted to 
smartphones (Gauld et al., 2009; The Guardian 
Project, 2010). There is also a software providing 
confidentiality for calls and text messages through 
encryption (Whisper Systems, 2010).
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ConClUsion

From the viewpoint of separating private and busi-
ness life, our paper discussed numerous threats 
against user privacy due to the integration of 
online services into everyday life. By neglecting 
any legal support provided, we seek technical 
solutions for the separation. Based on the work 
of Szabó & Székely (2005) we focused on ana-
lyzing the privacy threats posed by the web and 
social networks, but also gave some insight into 
other means of workplace surveillance. Besides 
discussing the related literature, we have also 
proposed several PETs related to each of the 
areas; however, we drew the conclusion that it is 
not the technological solutions that are the most 
important, but awareness of data protection and 
privacy. We emphasize that with the necessary 
level of awareness, users are able to protect their 
privacy in the long run, by adjusting the set of 
chosen PETs to the local legal possibilities.
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key terms anD Definitions

Anonymizing Network: It works as a chain 
of proxies sitting between two communicating 
parties to provide anonymity for the sender, the 
receiver, or both. On the web, the purpose of 
these networks is to provide anonymity towards 
the service provider (or some other third parties) 
by hiding their users’ IP addresses.

Anonymous Web Browser: A complex ap-
plication or a web service that enables the user 
to access web pages anonymously. Anonymized 
users cannot be identified, tracked, profiled on 
web pages, and their presence cannot be linked 
to previous sessions.

Identity Separation: A single user creating 
two or more virtual identities with unlinkable at-
tribute sets. In practice, the user relates her actions 
to these identities respectively by considering 
maintaining unlinkability.

Privacy-Enhancing Identity Management 
or PIDM: Its goal is to provide flexible control 
over the related data and meta data of the user’s 
identities.

Privacy Enhancing Technologies or PETs: 
Computer applications, services or technologies 
that allow their users to protect their privacy, 
and provide access control and management on 
the data provided to the different actors they get 
involved with. PETs should especially provide 
protection over confidential and personally iden-
tifiable information.

Profiling: Collecting information on indi-
viduals. Its purpose is chiefly pursuing business 
benefits (e.g., through targeted advertising or 
dynamic pricing).

Pseudonymous Identification: An entity 
(i.e., a user) that has an identifier like a series 
of numbers, or a hexadecimal code is said to be 
identified with pseudonymous identifiers.

Social Network: An online service that al-
lows individuals to build networks by creating 
relationship links toward each other, and also to 
interact with the community through these links.


